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Abstract—Haptic sensing and feedback play extremely important roles for humans and robots to perceive, understand, and manipulate the world. Since many properties perceived by the haptic sensors can be characterized by adjectives, it is reasonable to develop a set of haptic adjectives for the haptic understanding. This formulates the haptic understanding as a multilabel classification problem. In this paper, we exploit the intrinsic relation between different adjective labels and develop a novel dictionary learning method which is improved by introducing the structured output association information. Such a method makes use of the label correlation information and is more suitable for the multilabel haptic understanding task. In addition, we develop two iterative algorithms to solve the dictionary learning and classifier design problems, respectively. Finally, we perform extensive experimental validations on the public available haptic sequence dataset Penn Haptic Adjective Corpus 2 and show the advantages of the proposed method.
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I. INTRODUCTION

MANY physical properties of objects, such as hard or soft, are very difficult to visually ascertain, particularly without some kind of object manipulation [1]–[5]. For example, a cotton sheet and a white paper are difficult to be distinguished by their color, while their softness and elasticity work well. In practice, humans usually glean object properties through active manipulation of objects by hands, and therefore, haptic sensing and feedback play extremely important roles for humans to perceive, understand and manipulate the world [6]. Due to its importance, haptic understanding has now been extensively used for a wide variety of fields, such as manufacturing industry, robotics [7]–[9], and so on. See [10] for a detailed survey of the recent work.

Regarding haptic object recognition, a popular trend appears that advanced machine learning technology becomes the main tool to distinguish objects with different physical properties. Schneider et al. [11] developed a naive Bayes method for bag-of-words feature which was obtained by grasping different parts of the rigid object. Such features were extended by introducing novel descriptors in [12]. The nearest neighborhood method, support vector machine [13], extreme learning machines [14], [15], Gaussian process [16], non-parametric Bayes learning method [17] had been developed for haptic material recognition. For the deformable object, Chitta et al. [18] developed a simple feature to identify the internal state of bottles. Drimus et al. [19] developed a new haptic sensor and contributed a haptic object recognition dataset. Soh and Demiris [20] utilized the spatio-temporal online recursive kernel Gaussian process to extract the haptic feature and developed an incremental recognition method. Navarro et al. [21] and Schmitz et al. [22] used the single-layer and deep learning method for object recognition. Recently, Madry et al. [23] developed a spatio-temporal unsupervised feature learning method for haptic object recognition and achieved very excellent results on tasks of grasp stability analysis and haptic object recognition. Spiers et al. [24] implemented object identification and feature extraction techniques on data acquired during a single, unplanned grasp with a simple, underactuated robot hand equipped with inexpensive barometric pressure sensors. In addition, one of our previous work utilized the sparse coding method to address the object recognition problem using multiple fingers [25].

On the other hand, the haptic classification is highly related to the material recognition problem. For example, classifying a surface as foam implies the presence of some haptic properties, such as absorbent, bumpy, compressible, and soft. However, many exceptions exist. For example, different bottle surfaces have vastly different hardness properties: a glass bottle is hard but an aluminum bottle is soft. Consequently, haptic understanding goes beyond simply identifying object materials and exhibits great challenges.

Since many properties perceived by the haptic sensors can be characterized by adjectives such as hard, soft, smooth, and so on, it is reasonable to develop a set of haptic adjectives for the haptic understanding. Griffith et al. [26] demonstrated that a rich and diverse haptic measurement system that measured temperature, compliance, roughness, and friction was key to accurately discerning between haptic adjectives such as sticky and rough. Chu et al. [27] detailed the collection of haptic classification datasets and concentrated on classifying objects with binary haptic adjectives. This paper relied on hand-crafted features for haptic classification. Recently, Gao et al. [28] proposed a deep learning method of classifying surfaces with haptic adjectives from both visual and physical interaction data. Orhan et al. [29] proposed a framework that conceptualized adjectives and nouns as separate categories that
were linked to and interact with each other. They demonstrated how those co-learned concepts might be useful for a cognitive robot.

As we have analyzed, objects usually exhibit multiple physical properties [30], [31]. Therefore, the haptic adjective classification can be formulated as a multilabel classification problem. See Fig. 1 for some examples. However, existing work such as [27] and [28] decomposed the problem into a set of independent binary classification problems. That is to say, each object is described by a set of multiple binary labels corresponding to the existence of absence of each of the haptic adjectives. Such a strategy totally neglected the interdependencies among multiple binary prediction tasks. For example, absorbent usually co-occurs with compressible; cool usually co-occurs with smooth and solid. On the contrary, hard never co-occurs with soft. Such relations cannot be exploited by the above simple strategy.

Different from the conventional multiclass problems where each sample should be mapped to a single class label, multilabel classification needs to map each sample to typically a few interdependent class labels in a relatively large output space. The goal of multilabel classification is therefore to discover the underlying label correlation structure to improve the classification performance. However, existing work on multilabel classification is mainly concentrated in the applications of image, video, and text. In [32], an image is typically associated with multiple labels, and its visual representation reflects the combination of the involved labels. It is observed that each label corresponds to certain local patch in the image. Therefore, the entire image representation can be decomposed into a set of local label representations corresponding to the labels associated with an image. However, the haptic signal does not exhibit such properties. That is to say, it is difficult, if impossible, to segment the haptic signal according to different labels.

In this paper, we exploit the intrinsic relation among different adjective labels and develop a novel dictionary learning method which is improved by introducing the structured output association information. Such a method makes use of the label correlation information and is more suitable for the multilabel haptic understanding task. The main contributions are listed as follows.

1. We establish a novel structured output-associated dictionary learning (SO-DL) framework for multilabel haptic adjective classification.
2. We develop two iterative algorithms to solve the dictionary learning and classifier design problems, respectively.
3. We perform extensive experimental validations on the public available haptic sequence dataset and show the advantages of the proposed method.

The rest of this paper is organized as follows. In Section II, we review some related works and point out the uniqueness of this paper. Section III presents the problem formulation and the objective functions of the proposed SO-DL method. In Section IV, we introduce the optimization algorithm. The classifier design is presented in Section V and the experimental results are given in Section VI.

Notations: We use the capital X to represent the matrix and lowercase x to represent the vector. For a vector x, we use x(i) to denote its ith element. We will use various vector and matrix norms, where the notations we use: ||x||_1 and ||x||_2 represent the 1-norm and 2-norm of the vector x, respectively. ||X||_F is the Froubenius norm, and ||X||_1,1 is calculated by the absolute values of all elements in X.

II. RELATED WORK

Since the core contribution of this paper is a new dictionary learning method for haptic understanding, we give a discussion to illustrate the difference between existing related work and ours.

As we have mentioned above, the haptic adjective understanding problem is intrinsically a multilabel classification problem. There exist some representative work which used sparse coding and dictionary learning method to solve multilabel classification problem. For example, Wang et al. [33] developed a multilabel sparse coding framework for feature extraction and classification within the context of automatic image annotation. Cai et al. [34] proposed a structured sparsity-inducing norm regularization to incorporate the relational graph information into multilabel classification model and imposed the correlated classes to share the common space, such that the input data relevant to both classes would be learned jointly. Jing et al. [35] developed a multilabel dictionary learning with label consistency regularization and partial-identical label embedding, which conducted multilabel dictionary learning and partial-identical label embedding simultaneously. However, to the best of our knowledge, the idea about SO-DL has never been addressed. Furthermore, we notice that there is extensive research on structured sparse coding and dictionary learning [36], [37]. However, such work focused on imposing structured information on the coding vectors or dictionary atoms, but did not consider the structured information in the output vectors. In this sense, the model proposed in this paper is novel.

The idea using sparse coding for haptic object recognition was reported in our previous work [25], [38]. However, there exist significant differences between them and this paper.

1. Both [25] and [38] regarded all of the training samples as the dictionary and did not investigate the dictionary...
learning problem. This limits the application in more practical scenarios. In this paper, we focus on the dictionary learning problem for haptic understanding.

2) Both [25] and [38] addressed the single-label object recognition problem, while this paper investigates the more practical multilabel haptic adjective classification problem. To tackle such a challenging problem, we propose a novel dictionary learning model which incorporates the structured output association information.

To summarize, the work in this paper differs with our previous work significantly in aspects of the theoretic model and classification applications.

In addition to the spare coding and dictionary learning, we notice that deep learning technology has become an effective strategy to tackle haptic signals [28]. The most great advantages of deep learning is that the feature can be automatically learned. However, this requires more haptic training data which is difficult to collect in practice.

III. PROBLEM FORMULATION

For conveniens, we denote the measurable space of interested haptic signals by \( \mathcal{S} \). Some representative examples are shown in Fig. 2. Given a set of \( C \) adjective labels and a set of \( N \) training sequences \( \{ \mathcal{S}_i \}_{i=1}^N \subset \mathcal{S} \). The element of the label vector \( y_i \in \mathbb{R}^C \) corresponding to the \( i \)th sample is defined as

\[
y_i(c) = \begin{cases} 
+1 & \text{if label } c \text{ is associated with sample } \mathcal{S}_i \\
-1 & \text{otherwise}
\end{cases}
\]

for \( c = 1, 2, \ldots, C \). The goal in multilabel haptic adjective classification is to label an unseen haptic sample \( \mathcal{S} \in \mathcal{S} \) with the subset of relevant adjective labels from the prespecified adjective set. A haptic sample can be labeled with any of the \( 2^C \) possible subsets. The main challenge, therefore, lies in optimizing over this exponentially large label space subject to label correlations.

Since the haptic sequences do not lie in the Euclidean space [25], [39], we cannot adopt the conventional sparse coding method which requires the linear reconstruction assumption [40]. A popular method to deal with this problem is to adopt the kernel trick on the dictionary learning. By using a suitably designed kernel, the linear sparse coding can be extended to the nonlinear case [41], [42]. To this end, we denote the reproducing Kernel Hilbert space of functions on \( \mathcal{S} \) as \( \mathcal{H}_S \), whose dimension is denoted as \( D \), which may be infinite. Any positive-definite kernel function \( \kappa(\cdot, \cdot) \) corresponds to an inner product in a latent Hilbert space and induces a latent feature map which is denoted by \( \psi(\cdot) : \mathcal{S} \rightarrow \mathcal{H}_S \) from the original input space to this feature space. Please note that \( \psi(\cdot) \) is not required to be explicitly represented and we only concern the concrete form about the kernel function \( \kappa(S_i, S_j) = \psi^T(S_i)\psi(S_j) \), which will be detailed in experiment section.

The task of haptic dictionary learning aims to obtain a compact dictionary \( \mathcal{D} = [d_1, \ldots, d_K] \in \mathbb{R}^{D \times K} \), where \( K < N \) is the size of the dictionary, and \( d_k \in \mathcal{H}_S \) for \( k = 1, 2, \ldots, K \). Such a dictionary should effectively summarize the whole training set \( \{\mathcal{S}_i\}_{i=1}^N \) and provides a good basis for sparse coding in the implicit feature space.

By denoting \( \psi(\mathcal{S}) = [\psi(S_1), \ldots, \psi(S_N)] \in \mathbb{R}^{D \times N} \), we formulate the following kernel dictionary learning problem:

\[
\begin{align*}
\min_{\mathcal{D}, x} & \quad \|\psi(\mathcal{S}) - \mathcal{D}X\|_F^2 + \alpha \|X\|_{1,1} \\
\text{s.t.} & \quad \|d_k\|_2 = 1 \quad \text{for} \quad k = 1, 2, \ldots, K
\end{align*}
\]

where \( X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{K \times N} \) is the sparse coding matrix and \( \alpha \) is used to control the sparsity.

However, the optimization problem in (2) cannot be directly solved since the mapping \( \psi(\cdot) \) is not explicitly represented. Fortunately, the kernel trick provides an effective method to avoid dealing with the mapping \( \psi(\cdot) \) [43], [44]. However, the dictionary learning problem is still nontrivial since we have to deal with the dictionary atoms \( d_k \) which lies in the implicit feature space. For general cases of kernels, Harandi and Salzmann [44] and Van Nguyen et al. [41] utilized the Representer Theorem, which indicates that the dictionary \( \mathcal{D} \) can be represented by

\[
\mathcal{D} = \psi(\mathcal{S})A
\]

where \( A = [a_1, a_2, \ldots, a_K] \in \mathbb{R}^{N \times K} \) is the reconstruction matrix. This means that the dictionary atoms can be linearly reconstructed by the training samples in the feature space. Furthermore, the constraint condition on the dictionary atoms \( \|d_k\|_2 = 1 \) is in fact \( \|\psi(\mathcal{S})a_k\|_2 = 1 \), which can be equivalently transformed as \( a_k^T K_{SS} a_k = 1 \), where \( K_{SS} \in \mathbb{R}^{N \times N} \) is the kernel matrix over all of the training samples. The \( (i, j) \)th element of \( K_{SS} \) is defined as \( \kappa(S_i, S_j) = \psi^T(S_i)\psi(S_j) \). Therefore, we can reformulate the kernel dictionary learning problem as

\[
\begin{align*}
\min_{A, X} & \quad \|\psi(\mathcal{S}) - \psi(\mathcal{S})AX\|_F^2 + \alpha \|X\|_{1,1} \\
\text{s.t.} & \quad a_k^T K_{SS} a_k = 1
\end{align*}
\]

By this formulation we observe that the original data matrix \( \psi(\mathcal{S}) \in \mathbb{R}^{D \times N} \) is compressed as a reduced dictionary \( \mathcal{D} = \psi(\mathcal{S})A \in \mathbb{R}^{D \times K} \) and each sample \( S_i \in \mathcal{S} \) is represented as \( \kappa \)-dimensional sparse vector \( x_i \in \mathbb{R}^K \). The optimization problem in (4) provides a great advantage since it does not search the dictionary atoms in the feature space, but only calculates the coefficient matrix \( A \). Therefore, this formulation can be used for any type of kernel functions.

After getting the sparse code \( x_i \) for the original sample \( S_i \), we can use conventional classifier for classification. However, such a method exists an obvious disadvantage that the dictionary learning stage and the classifier design stage are independent. This limits the performance of the dictionary. A
better solution is to jointly learn the dictionary and the classifier, i.e., introducing the discriminative capability into the dictionary learning.

One straightforward approach for multilabel classification is to decompose the multilabel learning problem into a set of independent binary classification problems. According to this idea, we define a new label vector \( z_c \in \mathbb{R}^N \) for each label \( c = 1, 2, \ldots, C \), as

\[
z_c(i) = \begin{cases} +1 & y_i(c) = +1 \\ -1 & y_i(c) = -1 \end{cases}
\]

and formulate the following \( C \) independent supervised dictionary learning problem:

\[
\begin{align*}
\min_{A, X, w_c} & \quad \| \varphi(S) - \varphi(S)AX \|_F^2 + \alpha \|X\|_{1,1} \\
& \quad + \beta \|z_c^T - w_c^TX\|_2^2 + \gamma \|w_c\|_2 \\
\text{s.t.} & \quad a_{c,k}^TKSa_{c,k} = 1
\end{align*}
\]

(6)

for \( c = 1, 2, \ldots, C \). In the above equation, \( A_c \in \mathbb{R}^{N \times K} \) and \( X_c \in \mathbb{R}^{K \times N} \) are the dictionary coefficient matrix and coding matrix for the \( c \)th task, respectively, and \( w_c \in \mathbb{R}^K \) is the classifier coefficient vector. The parameters \( \beta \) and \( \gamma \) are used to control the importance of the corresponding regularization terms.

However, the above approach considers each adjective as an independent class task and the multilabel correlations are neglected. It is well known that the task correlations are helpful for the prediction. Therefore we can require the shared common dictionary but design different classifiers for each adjective classification task. This leads to the following optimization problem:

\[
\begin{align*}
\min_{A, X, w_c} & \quad \| \varphi(S) - \varphi(S)AX \|_F^2 + \alpha \|X\|_{1,1} \\
& \quad + \beta \sum_{c=1}^C \|z_c^T - w_c^TX\|_2^2 + \gamma \sum_{c=1}^C \|w_c\|_2 \\
\text{s.t.} & \quad a_{c,k}^TKSa_{c,k} = 1
\end{align*}
\]

(7)

for \( c = 1, 2, \ldots, C \) and \( w_c \in \mathbb{R}^K \) is the classifier vector.

Nevertheless, the above formulation does not explicitly incorporate the output association information. In fact, the output components can be considered as auxiliary features and used to complement the more standard input features. We assume that the output \( y_i(c) \) is related to all the other outputs \( y_{i,c} \), which is defined as

\[
y_{i,c} = \begin{bmatrix} y_i(1), & \ldots, & y_i(c-1), & y_i(c+1), & \ldots, & y_i(C) \end{bmatrix}^T
\]

and we may minimize the discriminative error with the linear form

\[
y_i(c) - u_i^T x_i - v_i^T y_{i,c}
\]

(8)

where \( u_i \in \mathbb{R}^K \) and \( v_i \in \mathbb{R}^{C-1} \) are the classifier coefficient vectors for the \( c \)th classification task.

By incorporating the above error term into the original dictionary learning objective function (4), we formulate the proposed SO-DL problem as

\[
\begin{align*}
\min_{A, X, U, V} & \quad \| \varphi(S) - \varphi(S)AX \|_F^2 + \alpha \|X\|_{1,1} \\
& \quad + \beta \sum_{c=1}^C \sum_{i=1}^N \|y_i(c) - u_i^T x_i - v_i^T y_{i,c}\|^2 \\
& \quad + \gamma \left( \|U\|_F^2 + \|V\|_F^2 \right) \\
\text{s.t.} & \quad a_{c,k}^TKSa_{c,k} = 1
\end{align*}
\]

(9)

where \( U = [u_1, u_2, \ldots, u_C] \in \mathbb{R}^{K \times C} \) and \( V = [v_1, v_2, \ldots, v_C] \in \mathbb{R}^{(C-1) \times C} \) are classifier parameter matrices which represent the relationship between inputs and outputs.

In Fig. 3, we give a schematic plot to show the whole procedure of the joint coding and structured output labeling.

Remark 1: In (8), we only consider the linear dependence relation between the inputs and outputs. To better characterize the complicated relation between them, we can resort to the kernel function to design the nonlinear discriminative regularization term

\[
y_i(c) - u_i^T \phi(x_i) - v_i^T \psi(y_{i,c})
\]

(10)

or even

\[
y_i(c) - u_i^T \phi(x_i, y_{i,c})
\]

(11)

where \( \phi(\cdot) \) and \( \psi(\cdot) \) are some nonlinear mapping functions which can be explicitly designed by the user or be implicitly represented by the suitably defined kernel functions. Adopting this strategy helps us to obtain better representation of the input–output relation but introduces more tuning parameters and complicates the solving procedure. In this paper, we find the simple linear dependence relation in (8) can work well in our multilabel haptic understanding tasks.

IV. OPTIMIZATION ALGORITHM

The optimization problem in (9) is obviously nonconvex and nonsmooth. We adopt the alternative optimization method to solve it. The algorithm can be divided into the following stages. For conveniences, we use the superscript \( t \) to represent the solutions at the \( t \)th iteration.

A. Calculating the Sparse Coding Vectors

This step updates the coding vectors \( X^{(t+1)} \), given the values of \( A^{(t)} \), \( U^{(t)} \), and \( V^{(t)} \). Please note that each column of \( X \) can
be calculated separately, and therefore, the problem reduces to
\[
\min_{\beta, y_c} \beta \sum_{i=1}^{N} (y_i(c) - u_i^T x_i) + \gamma \|y_i\|_1 + \alpha \|x_i\|_1
\]
(12)
where \(\hat{y}_i(c) = y_i(c) - v_i^T x_{i-c}\). By denoting \(\hat{y}_i = [\hat{y}_{i1}, \hat{y}_{i2}, \ldots, \hat{y}_{iT}]^T\), we can rewrite the third term in the above equation as \(\beta \|\hat{y}_i\|_1\).

As we have \(\|\varphi(S_i) - \varphi(S)A^0 x_i\|_2^2 = \varphi^T(S_i)\varphi(S) - 2\varphi(S_i)A^0 x_i + x_i^T A^0 K_{SS} A^0 x_i\) and \(\|\hat{y}_i - U x_i\|_2^2 = \hat{y}_i^T x_i - x_i^T U_{1} A^0 x_i + x_i^T U_{1} U_{1}^T x_i\), we can expand (12) as
\[
\min_{x_i} \beta \sum_{i=1}^{C} (\hat{y}_i - u_i^T x_i)^2 + \beta \sum_{i=1}^{C} (\hat{y}_i - u_i^T x_i)^2
\]
(13)
where \(k_S = \varphi^T(S)\varphi(S)\) is the uth column of \(K_{SS}\).

This problem can be easily solved using any efficient \(l_1\) optimization algorithm such as feature-sign search [43] or alternating direction method of multipliers [45]. Also, we can employ popular sparse solver software such as SPAMS [46] to solve this problem.

Using the above procedure for \(i = 1, 2, \ldots, N\), we can get the updated values of \(\hat{x}_i = [x_{i-1}, \ldots, x_{i}].\)

**B. Calculating the Dictionary Atoms**

This step updates the dictionary coefficient matrix. At the \((t+1)\)th iteration, we are given \(X^{(t+1)}, U^{(t)}\) and \(V^{(t)}\). The optimization problem reduces to
\[
\min_{A} \left\| \varphi(S) - \varphi(S)A^{(t+1)} \right\|_F^2
\]
\[
\text{s.t. } a_k^T K_{SS} a_k = 1
\]
(14)

By defining \(\tilde{A} = X^{(t+1)^T} X^{(t+1)} \) and \(a_k^{(t+1)} = \frac{a_k}{\sqrt{a_k^T K_{SS} a_k}}\), we can get the updated values of \(A^{(t+1)} = [a_1^{(t+1)}, \ldots, a_k^{(t+1)}].\)

**C. Calculating the Classifier Parameters**

This step updates the classifiers parameters \(U\) and \(V\). At the \((t+1)\)th iteration, we are given \(X^{(t+1)}\) and \(A^{(t+1)}\). Please note that each column of \(U\) and \(V\) can be calculated separately, and therefore, the problem reduces to
\[
\min_{u_c} \beta \sum_{i=1}^{N} (y_i(c) - u_i^T x_i^{(t+1)} - v_i^T y_{i-c})^2
\]
\[
+ \gamma \left( \|u_c\|_2^2 + \|v_c\|_2^2 \right)
\]
(15)

Denoting \(\tilde{u}_c = [u_i^T, v_i^T]^T\) and \(\tilde{x}_i^{(t+1)} = [x_i^{(t+1)}]^T y_i^{T},\) we can get
\[
\min_{u_c} \beta \sum_{i=1}^{N} (y_i(c) - \tilde{u}_c x_i)^2 + \gamma \|\tilde{u}_c\|_2^2
\]
(16)

which admits the following solution:
\[
\tilde{u}_c = \left( \beta \tilde{x}_i^{(t+1)} + \gamma I_{K+c-1} \right)^{-1} \left( \beta \tilde{x}_i^{(t+1)} y_i^T \right)
\]

**Algorithm 1 SO-DL**

**Input:** Data set \(\{S_i\}\) for \(i = 1, 2, \ldots, N\), the size of dictionary \(K\), the parameters \(\alpha, \beta, \gamma\).

**Output:** Solutions \(X^{(t)} \in R^{K \times N}, A \in R^{N \times K}, U \in R^{K \times C}\) and \(V \in R^{(C-1) \times C}.\)

1. **while** Not convergent **do**
   2. Fix \(A, U, V\) and update \(X\) according to Section IV.A.
   3. Fix \(X, U, V\) and update \(A\) according to Section IV.B.
   4. Fix \(A, X\) and update \(U, V\) according to Section IV.C.
   5. **end while**

**D. Algorithm Summarization**

With the above updating rules, the proposed algorithm is summarized in Algorithm 1. The convergent condition can be triggered when the change of the objective function is smaller than a prescribed tolerance error, or the prescribed maximum iteration number is achieved. In this paper, we adopt the latter strategy and the maximum iteration number is set to 30. The initial value of \(A\) is set as \([I_{K}, \Theta_{(N-K) \times K}]^T\). This implies that we use the first \(K\) samples in the training sample set to construct the initial dictionary.

**V. CLASSIFIER DESIGN**

The above learning procedure provides us the solutions which are denoted as \(A^*, U^*,\) and \(V^*\). Then we should use them to design the classifier. Differently from previous supervised dictionary learning method which did not consider the output association, we should carefully design an algorithm for the classifier to preserve the output-associative information.

For a test sample \(S \in S\), we denote its label vector as \(l \in \{-1, 1\}\) which should be determined. We use \(y \in \mathbb{R}^C\) as the relaxed label vector and solve the following joint coding and labeling problem:
\[
\min_{x, y} \|\varphi(S) - \varphi(S)A^* x\|_F^2 + \alpha \|x\|_1 + \beta \sum_{i=1}^{C} (\hat{y}_c - u_i^T x)^2
\]
(17)

where \(\hat{y}_c = y(c) - v_c^T y_{c-c}\).

This problem is also nonconvex, and therefore, we resort the alternative optimization method. The iterations are divided into the following stages. For convenience, we also use the superscript \(t\) to indicate the iteration number.

1. **Update** \(x\) as
   \[
x^{(t+1)} = \arg\min_{x} \|\varphi(S) - \varphi(S)A^* x\|_F^2 + \alpha \|x\|_1 + \beta \sum_{i=1}^{C} (\hat{y}_c - u_i^T x)^2
   \]
(18)
where $\tilde{y}^{(t)} = y^{(t)}(c) - u_c^T x^{(t)}$. This problem is similar to the coding problem in Section IV-A and can be solved efficiently.

2) Update $y$ as

$$y^{(t+1)} = \text{argmin}_{y} \sum_{c=1}^{C} (\hat{y}_c - u_c^T x^{(t+1)})^2.$$  

(19)

Note $\hat{y}_c$ can be represented as $\bar{v}_c^T y$, where $\bar{v}_c = [v_1^c, \ldots, v_c^C]$. Therefore the objective function in (19) can be represented as

$$\left\| \bar{V}^T y - U^T x^{(t+1)} \right\|_2^2$$

where $\bar{V} = [\bar{v}_1^1, \ldots, \bar{v}_c^C]$ and $\bar{U} = [\bar{u}_1^1, \ldots, \bar{u}_C^C]$. The solution can thus be obtained as

$$y^{(t+1)} = (\bar{V}^T \bar{V})^{-1} \bar{V}^T U^T x^{(t+1)}.$$

In practice, we follow the suggestions given by [47] to initialize the above optimization problem using prediction given by classifier trained on independent outputs. This strategy significantly improves the convergence speed compared to random initialization. In our experiment, after at most four iterations we can get the converged solution $y^*$. Finally, we set the refined final label vector $l$ according to

$$l(c) = \text{sign}(y^*(c))$$

for $c = 1, 2, \ldots, C$.

VI. EXPERIMENTAL RESULTS

A. Data Description and Experimental Setting

We demonstrate our approach on the Penn Haptic Adjective Corpus 2 (PHAC-2) dataset, which was originally developed in [27]. The PHAC-2 dataset contains haptic signals of 60 household objects. Each object is explored by a pair of SynTouch biomimetic haptic sensors (BioTac), which were mounted to the gripper of a Willow Garage Personal Robot2. Each object was felt with four exploratory procedures. The BioTac sensor generates five types of signals: 1) low-frequency fluid pressure; 2) high-frequency fluid vibrations; 3) core temperature; 4) core temperature change; and 5) 19 electrode impedances which are spatially distributed across the sensor. Although the joint positions and gripper velocity and acceleration are available, we concentrate on classifying the haptic signals using the electrode impedances. Therefore, we concatenate the electrode impedances data from the two BioTac sensors to get $d = 19 \times 2 = 38$-D haptic sequence signals (see Fig. 2 for some representative haptic sequences). For each object, ten trials of each exploratory procedures were performed and 600 haptic sample sequences were obtained.

Each object is described with a set of 24 binary labels, corresponding to the existence or absence of each of the 24 haptic adjectives (e.g., hard or soft). The link information is shown in Fig. 4 and the calculated correlation information is detailed in Fig. 5, which shows that there indeed exists obvious correlation between some adjectives, such as solid-hard, compressible-squishy, and soft-compressible. For the three adjectives nice, sticky, and unpleasant, which exhibit only one positive object instance, it is impossible to construct the positive training and testing sets. Therefore, we simply delete such three ones. As a result, there are 21 possible adjective labels and the average number of adjective labels for each sample is 4.2. In Fig. 6, we show the label distribution of haptic adjectives. It shows that smooth, solid, and squishy are the most three popular adjectives.

The performance evaluation of multilabel learning is very different from that of single-label classification and we use the popular Hamming loss to evaluate the classification score [48]. For the $i$th testing sample, we use $\mathcal{G}_i$ as the set of ground-truth labels and $\mathcal{R}_i$ as the adjective label set of the algorithm output. Then the score is calculated as

$$\text{score}(i) = 1 - \frac{1}{C} |\mathcal{G}_i \cap \mathcal{R}_i|$$

where $\cap$ stands for the symmetric difference between two sets and $|\cdot|$ calculates the number of elements in the set. The symmetric difference is the set of elements which are either of the sets and not in their intersection. For example, if $\mathcal{G}_i = \{\text{smooth, rough, cool, squishy}\}$ and $\mathcal{R}_i = \{\text{smooth, solid, squishy}\}$, then we have $\mathcal{G}_i \cap \mathcal{R}_i = \{\text{rough, cool, solid}\}$. If $\mathcal{G}_i = \mathcal{R}_i$, then we have $\mathcal{G}_i \cap \mathcal{R}_i = \emptyset$ and therefore the score is 1. Otherwise, only when one of $\mathcal{G}_i$ and $\mathcal{R}_i$ is a full set and the other one is an empty set, we can obtain the zero score. The overall performance is evaluated by averaged score over all of the testing samples.

B. Haptic Sequence Representation

At each time step, we collect the haptic data from the $d$ sensor cells. Since we want to utilize the dynamic features which seek to model the way the entire haptic signal changes over time, we represent the dynamic haptic sequence $s_t \in \mathcal{S}$ as

$$s_t = [s_{t,1}, s_{t,2}, \ldots, s_{t,|\mathcal{S}|}]$$

where $s_{t,t_i} \in \mathbb{R}^d$ for $t = 1, 2, \ldots, t_i$ and $t_i$ is the number of the sampled time instants for this sequence. The lengths are different from sequence to sequence.

A popular comparison measurement of time sequences is dynamic time warping (DTW) distance, which was also used for haptic sequence comparison [19], [25]. However, it is well known that DTW is not a true metric and it is difficult to construct the positive definite kernel from DTW distance [49]. In some previous work such as [25] and [49], some extra modifications were always required to guarantee the positive-definiteness of the DTW kernel matrix. Such a processing introduced unexpected effects for the final performance. To avoid this problem, we resort the global alignment (GA) kernel which was proposed in [50]. The details are introduced as follows.

Consider two haptic sequences $s_t = (s_{t,1}, \ldots, s_{t,|\mathcal{S}|})$ and $s_j = (s_{j,1}, \ldots, s_{j,|\mathcal{S}|})$ of lengths $t_i$ and $t_j$, respectively. We denote an alignment $\pi$ to be a pair of increasing integral vectors $(\pi_l, \pi_r)$ such that $1 = \pi_l(1) \leq \cdots \leq \pi_l(|\pi|) = t_i$ and $1 = \pi_r(1) \leq \cdots \leq \pi_r(|\pi|) = t_j$, with unitary increments and no simultaneous repetitions. Since the two haptic sequences have $t_i + t_j$ points and they are matched at least at one point of time, we have $|\pi| \leq t_i + t_j - 1$.

We define alignment cost of $s_t$ and $s_j$ under the alignment strategy $\psi$ as $c_{ij} = \sum_{(i,j) \in \pi} |\psi(s_t, \pi_l), s_j, \pi_r)|$, where $\psi(\cdot, \cdot)$ is used to denote the local divergence that measures the discrepancy between the two vectors. According to the suggestions in [50], we use the following local divergence

$$\psi(x, y) = \min_{w \in \mathcal{W}} \|x - w\|^2 + \min_{w \in \mathcal{W}} \|y - w\|^2,$$
ψ(u, v) = \frac{1}{2\sigma^2}||u - v||^2 + \log(2 - e^{-||u - v||^2/2\sigma^2}),
where \(\sigma\) is a parameter which is empirically set to 10.

The GA kernel assumes that the minimum value of alignments may be sensitive to peculiarities of the time sequences and intends to take advantage of all alignments weighted exponentially. It is defined as the sum of exponentiated and sign changed costs of the individual alignments

\[\kappa(S_i, S_j) = \sum_{\pi \in \Pi(t_i, t_j)} e^{-C_\psi(\pi)}\] (21)

where \(\Pi(t_i, t_j)\) denotes the set of all alignments between two time sequences of length \(t_i\) and \(t_j\). It has been argued that \(\kappa\) runs over the whole spectrum of the costs and gives rise to a smoother measure than the minimum of the costs, i.e., the DTW distance. It has also been shown that this kernel is positive definite.

The GA kernel assumes that the minimum value of alignments may be sensitive to peculiarities of the time sequences and intends to take advantage of all alignments weighted exponentially. It is defined as the sum of exponentiated and sign changed costs of the individual alignments

\[\kappa(S_i, S_j) = \sum_{\pi \in \Pi(t_i, t_j)} e^{-C_\psi(\pi)}\] (21)

where \(\Pi(t_i, t_j)\) denotes the set of all alignments between two time sequences of length \(t_i\) and \(t_j\). It has been argued that \(\kappa\) runs over the whole spectrum of the costs and gives rise to a smoother measure than the minimum of the costs, i.e., the DTW distance. It has also been shown that this kernel is positive definite.

C. Performance Comparison

To show the advantages of the proposed method, we make a fair comparison with the following classifiers.

1) Separate k-Nearest Neighbor Method: It decomposes the original problem into 21 separate binary classification problems (one per adjective) and uses the conventional \(k\)-nearest neighbor (\(k\)-NN) method with the GA kernel-induced distance to determine whether the adjective emerges or not. This method does not consider the correlations of labels and serves as a baseline. In our experiment we set \(k = 1\) because we find increasing the value of \(k\) may deteriorate the performance.

2) Multilabel \(k\)-NN Method [48]: For each test sample, it first identifies its \(k\)-NNs using the GA kernel-induced distance in the training set. After that, based on statistical information gained from the label sets of these neighboring instances, i.e., the number of neighboring
Fig. 6. Label distribution of the PHAC-2 dataset. The adjectives nice, sticky and unpleasant are not used in the experimental validation.

<table>
<thead>
<tr>
<th>Method</th>
<th>S-kNN</th>
<th>ML-kNN</th>
<th>S-DL</th>
<th>C-DL</th>
<th>SO-DL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Task correlation</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Output correlation</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
</tbody>
</table>

In Table I we give the information to indicate whether some method requires training stage, whether it considers the task correlation and whether it exploits the label correlation. The task correlation of common dictionary learning (C-DL) and SO-DL is exploited by utilizing the common shared dictionary, and the label correlation of SO-DL is exploited by the introduced output association information.

For separate dictionary learning (S-DL), C-DL, and SO-DL, we set the dictionary size $K$ as the 60% of the number of training samples and extensively tune other parameters to get the best results. In Section VI-D, we will show the parameters’ effect on the performance.

We partition the 60 objects into five split cases: training/testing = 5/5, 6/4, 7/3, 8/2, and 9/1. For each split case, the objects are randomly split as training set and testing set for ten trials, and the averaged recognition scores are reported. Similar to [27], we do not allow the same object to appear in both the train and test split. This permits us to investigate the capability of the algorithm to deal with new or unseen objects. Fig. 7 shows the performance of the five cases. The proposed SO-DL method consistently outperforms the other methods. The multilabel $k$-NN (ML-$k$-NN) method, which also incorporates the label correlation information, performs better than separate $k$-NN (S-$k$-NN) and is competitive to S-DL and C-DL, but worse than SO-DL. From those results, we make the following observations.

1) S-$k$-NN performs worse than all of the other methods. The reason is obvious: without considering the
correlations of multiple adjectives, it is very difficult for such a method to get satisfactory performance over all of the adjectives. Similarly, S-DL performs better than S-k-NN by a very small margin.

2) ML-k-NN, which explicitly incorporates the correlation information of adjectives, performs better than S-k-NN and S-DL. On the other hand, we find C-DL, which just uses the shared common dictionary but does not incorporate the output correlation, obtains similar results with ML-k-NN in most cases. The possible reason is that the sparse coding strategy introduces more discriminative information. Please note ML-k-NN is just a lazy classifier and does not exploit the discriminative information. From such a comparison we can observe the power of dictionary learning and sparse coding.

3) The proposed SO-DL method performs better than all of the other methods for all cases. The gained improvement originates from two aspects: a) the discriminative capability introduced by the dictionary learning and sparse coding and b) the correlation information of the adjective labels.

4) For the case of 5/5 split, the performance gained by SO-DL is small, while for other cases, the improvement is significant. This is partially due to the fact that the correlation information can be exploited from more training samples.

In Table II we list some representative results using different methods. In the following, we give some explanations.

For the sample of *white foam*. The adjective *porous* is difficult to be perceived. However, since *porous* exhibits some correlations with *absorbent, compressible, soft, and squishy*, our method successfully finds it. ML-k-NN, though adopts the multilabel correlation information, fails to find it. The possible reason is that the correlation of *porous* with other adjectives are not strong enough for ML-k-NN to work. This example also shows that the proposed method exploits more information than ML-k-NN.

For the sample of *toilet paper*, S-k-NN and S-DL falsely find *textured*. Such mistakes do not occur with ML-k-NN and SO-DL since the label correlation is fully exploited. However, the adjective *fuzzy*, though can be found by S-DL and S-CL, cannot be found by ML-k-NN and SO-DL. The reason is that *fuzzy* exhibits weak correlation with other adjectives and therefore the correlation information in ML-k-NN and SO-DL plays very little role.

Both *glass bottle* and *aluminum block* exhibit the property *cool*, which cannot be found by S-k-NN, S-DL, and S-CL. Using our method, though we do not use the temperature information, we can still accurately find *cool*. The main reason is that *cool* is related to the adjectives *hard, solid*, and *smooth*, and our method can successful exploit such relations to get correct results.

It is embarrassed to admit that the label correlation does not always play positive role. One example is that both ML-k-NN and SO-DL falsely find *hard* with *aluminium block*. The reason is that *hard* is closely related with *smooth* and *solid*, therefore the algorithm would like to assign *hard* adjective to the *aluminium block*, which exhibits the properties of *smooth* and *solid*. It is a pity that *hard* is not included in the ground-truth label set because the annotators feel it is not hard enough.

### D. Parameter Sensitivity Analysis

In our model (9), there are several regularization parameters $\alpha$, $\beta$, and $\gamma$. All of them are of physical meanings, and therefore, it is not difficult to tune them for better performance. To analyze the effects of $\alpha$ and $\beta$, we set $\gamma = 10^{-3}$ and vary the values of $\alpha$ and $\beta$ from $10^{-4}$ to $10^2$. The results are shown in Fig. 8. Those results show that the proposed algorithm works well when the parameter $\alpha$ is in the interval $[10^{-4}, 10^{-3}]$. When $\beta$ is too large, the reconstruction error term is attenuated and the obtained coding vector cannot reflect the characteristics of the original haptic samples. On the contrary, when $\beta$ is too small, the role of discriminative classifier becomes weak. Therefore, a properly designed classifier term indeed plays an important role in haptic dictionary learning.

Finally, we fix $\alpha = 0.001$ and $\beta = 0.01$ and vary the ratio $K/N$ for the five split cases, where $N$ is the number of the training samples, and record the scores in Fig. 9, which shows
that increasing the value of $K$ improves the performance, but the curves almost reach the plateau when the ratio is larger than 0.6. This means that the performance is not sensible to the dictionary size, partially due to the merits of the introduced discriminative learning term.

VII. CONCLUSION

Developing a set of haptic adjectives provides a bridge to understand haptic sense since many properties perceived by the haptic sensors can be characterized by adjectives. However, the adjectives perceived by the haptic sensors exhibit strong and complicated correlations, which provide us challenge and opportunities for cognitive understanding of haptic information. In this paper, we formulate the haptic understanding as a multilabel classification problem and exploit the intrinsic relation between different adjective labels by developing a novel dictionary learning method which is improved by introducing the structured output association information. Such a method makes use of the label correlation information and is more suitable for the multilabel haptic understanding task. To solve this problem, we develop two iterative algorithms for dictionary learning and classifier design, respectively. Finally, we analyze the adjective correlation on the public available haptic sequence dataset PHAC-2 and perform extensive experimental validations to show the advantages of the proposed method.

By this paper we make the following findings.

1) Although haptic sensing is complicated and subtle, it can be well characterized by many adjectives. In practice, haptic adjectives serve as powerful tools to represent the semantic haptic information.

2) By a detailed analysis on the adjectives in the extensive PHAC-2 dataset, we confirm that there exists a lot of correlations among the haptic adjectives. This is also consistent with the human’s intuition.

3) Exploiting the correlation of haptic adjectives indeed improves the haptic understanding performance. A representative example is that we can find the cool property without the temperature information. Such a synthesis can be obtained by correlations of haptic adjectives.

This paper provides an effective strategy for cognitive haptic understanding. In addition, although our focus is on haptic understanding, the described problem framework is common in the automation community. The algorithm described in this paper can therefore work with other multilabel classification problems. In practical scenarios, the actuator saturation often occurs and produces extra effects on the haptic signals [51]–[53]. This provides great challenges on the haptic understanding and remains our future work.
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