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A B S T R A C T   

Tactile sensors can enable a robotic manipulator to identify the object in contact. However, due to the dynamics 
and diversity of target objects, as well as the complexity of real environment, accurate recognition of objects by 
existing tactile sensors has been very challenging. This paper proposes a hybrid tactile sensor that integrates a 
triboelectric active sensing unit with an electromagnetic inductance transducer. The triboelectric signal relates 
strongly to the specific charge condition of the surface material of a target object, while the inductive signal 
manifests the electromagnetic characteristics at a certain depth inside the object. With the help of machine 
learning, the triboelectric signals and inductive signals can be used for object identification. We demonstrate a 
robotic gripper with random operation settings can recognize eight different fruits with an accuracy as high as 
98.75%. Furthermore, the hybrid sensor can recognize objects packaged in different ways. The recognition ac-
curacy of four different fruits in three different packages can reach 95.93%. This study demonstrates the po-
tential of hybrid tactile sensor to improve the artificial intelligence of robots, in particular their ability to 
distinguish objects in complex settings and sorting them effectively.   

1. Introduction 

Artificial general intelligence (AGI) demands real-time information 
acquisition and data analysis. As such, a large number of sensors need to 
be deployed under the framework of internet of things (IoT) [1]. The 
ability to recognize objects is the technical basis for robots to make 
decisions such as how to properly handle them [2]. Visual recognition is 
the main method used by robots to transform physical objects into 
digital models [3]. However, the accuracy of object recognition using 
visual technology is limited by the interference of light and angles, 
resolution of image acquisition, and object occlusion. [4] In particular, 
distinguishing transparent objects by vision is extremely difficult. 
Furthermore, visual technology cannot evaluate some of important 
characteristics of an object such as its rigidity and the type of material it 
is made of. 

Object recognition based on haptic technology has been widely 
studied to supplement the visual technology. A pressure sensor array is 

an effective tool to characterize the surface roughness of a target object 
and perceive the slip sensation as a robotic gripper transfers the object 
[5]. However, it is difficult to decouple the interference of the shape of 
an object from the sliding error of the robotic gripper, which limits the 
application of this technology in robotics. Sundaram et al. proposed a 
data glove composed of 548 resistance sensors in a dense matrix to 
obtain more detailed characteristics of an object such as the contour and 
the rigidity of the object, in order to establish suitable gripping strategy 
for a robotic manipulator to handle different objects [6]. However, 
analyzing massive data collected by a large number of sensors poses a 
major challenge to system robustness. 

The phenomenon of triboelectrification has been explored for energy 
harvesting and active sensing purposes [7–10]. Research on triboelectric 
nanogenerators (TENG) has been growing very fast in the past few years 
[11–19]. Among the various types of TENGs, single electrode tribo-
electric nanogenerator (STENG) adopts an open surface structure [20, 
21]. The output signal of the STENG is determined by the specific charge 
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interaction between the triboelectric layer and the target object 
[20–22]. Therefore, through simple contact-separation mode STENG 
can extract the electrical properties of the surface material of an object. 
Zhu et al. developed a data glove with 16 triboelectric sensors to 
recognize objects with a high accuracy of 96% [23]. Wen et al. suc-
cessfully used 10 triboelectric sensors for gesture identification with an 
accuracy of 95% [24]. Lee group at National University of Singapore 
combined the triboelectric characteristic and contour feature to obtain 
unique characteristic tag of the object. They also discussed the machine 
learning algorithms used for object recognition, and future autonomous 
IoT technology to be used in the field of sorting robotics [25,26]. 

Due to the diverse tasks of sorting robotics, the target objects such as 
fruits with varying levels of ripeness have very different shape and ri-
gidity. Triboelectric signal only accounts for the specific charge inter-
action of the object’s surface, it cannot be used to identify other 
characteristics of the object such as texture, temperature, the property of 
the material inside the object, etc. In addition, when a sorting robot 
equipped with triboelectric sensors grips an object, the triboelectric 
signal is not only attributed to the gain or loss of specific charges at the 
interface, but also to the approaching speed of the contact as well as the 
contact area [27,28]. With densely distributed mechanosensitive re-
ceptors, human skin can perceive multiple physical stimuli exerted at 
the same location. Fully replicating this behavior in artificial sensors is 
still an unresolved problem [29], although some progress has been made 
in constructing two or more types of sensors on the same spot [27,30, 
31]. This is mainly due to the limited integration of multi-parameter 
tactile sensors with high resolution arrays in a single sensory locus. 

The electromagnetic induction of an object is one of its inherent 
characteristics and is related to factors such as the shape, conductivity, 
and water content of the object. The electromagnetic characteristics of 
an object can be conveniently measured with inductance sensors. 

Inductance sensors have a large detection depth, which can overcome 
the limitations of triboelectric sensors that can only recognize the sur-
face material properties of an object. In this paper, we propose a dual- 
mode tactile sensor by integrating a triboelectric sensor array with an 
inductance sensor in the same location. By feeding the triboelectric 
signals and induction signals of different objects to machine learning 
models, we aim to develop a strategy that can enable robotic grippers to 
identify a variety of objects with high accuracy. 

2. Results and discussions 

2.1. Design and fabrication of the hybrid sensor 

Schematics of the proposed hybrid sensor are presented in Fig. 1a. 
Structurally, the hybrid sensor consists of two units. A single-electrode 
triboelectric sensor composed of a polyvinylidene fluoride (PVDF) 
triboelectric layer and a copper electrode acquires the surface charge 
interaction when contacting a target. A planar inductance sensor 
composed of constantan coils measures the electromagnetic induction of 
a target. These two sensors are arranged in concentric circles and 
distributed in the same plane to ensure the synchronization of the two 
signals. A shield ring with a common connection to ground for both 
sensors is used to avoid mutual interference, such that the two sensing 
units can operate independently. 

The working mechanisms of the triboelectric sensor is illustrated in 
Fig. 1b. When external stimuli are provided by triboelectrification or 
electrostatic induction, the electrical potential between the electrode 
and the ground increases, driving electrons to flow through external 
resistors to the electrode, thereby generating a positive voltage, as 
shown in Fig. 1c. Similarly, when the stimuli are removed, the electrical 
potential will change back to its original state and the induced negative 

Fig. 1. Schematic illustration of the dual-mode tactile sensor. a) Design of the dual-mode tactile sensor. b) Working mechanism of the dual-mode tactile sensor. c) 
Typical signals from the dual-mode tactile sensor when touching an object. d) Concept of object recognition by a robotic gripper equipped with the dual-mode 
tactile sensor. 
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charges on the electrode will flow back to the ground, generating a 
negative voltage. The PVDF film is laser engraved to form ring structure 
that mimics the surface texture of a human finger. The microstructures 
can effectively improve the amplitude of the triboelectrification 
(Fig. S1). The working mechanisms of the inductance sensor is also 
illustrated in Fig. 1b. Alternating current flowing through a set of 
concentric coils can generate alternating electromagnetic field, which 
will induce an internal current loop inside the object that is close to the 
coils, resulting in mutual inductance. The intensity of mutual inductance 
increases as the inductance coil approaching the object, and reaches a 
maximum value when the sensor contacts the object (Fig. 1c). 

Fig. 1d shows the objective of this work, i.e., using the proposed 
hybrid sensor to help a robot to identify a variety of fruits. By adopting 
machine learning models to fuse the dual-mode sensing information, an 
advanced identification system can be constructed, which measures not 
only the surface property of the target object, but also the characteristic 
of the inner content of the object. This identification system is highly 
demanded by future sorting robots in supermarket. 

2.2. Characterization of the hybrid sensor 

To analyze the performance of the hybrid sensor, we attach the 
hybrid sensor to the pressure head of a universal material test instru-
ment (Fig. S2a, b). A piece of copper foil is tiled on the base of the in-
strument as the target object. The universal material test instrument 
drives the sensor to press on the copper foil. The test instrument can 
produce various types of mechanical strokes with programable force and 
frequency. Fig. 2a presents the result of 1000 repeated tests with a load 
of 20 N at a frequency of 1 Hz. It reveals stable response of the hybrid 
sensor to repeated excitations. Which shows stable response of the 
hybrid sensor to repeated excitations. Zooming in the data reveals the 
synchronicity of the dual mode signals. 

Fig. 2b shows that the output voltage of the triboelectric sensor in-
creases slightly with the applied pressure. The two opposite peaks 
represent the contact and separation processes, respectively. When the 
contact pressure is set to 5 N (12.5 kpa), the peak value of the tribo-
electric voltage is 1.31 V. When the contact pressure increases to 35 N 
(87.5 kpa), the peak value of the triboelectric voltage is 1.68 V. The 
variation of contact pressure could affect the triboelectric signal, but it’s 
not a major factor. However, when the inductive sensor approaches to 
the target object with different contact pressures, the output signals 
exhibit little differences (Fig. 2c), indicating that inductance is insensi-
tive to contact pressure. 

When driving the hybrid sensor to press on the copper foil, the 
pressure head of the universal material test instrument was programmed 
to move with the same displacement in the form of a triangular wave 
motion at different frequencies. The triboelectric sensor outputs a series 
of steady and continuous V-T curves. With different frequencies, the 
pressure head drives the sensor to contact the copper foil at different 
speeds. The amplitude of the triboelectric signals increases significantly 
with the contact speed (Fig. 2d). The output of the triboelectric sensor is 
enhanced to 2.12 V when operating at a velocity of 20 mm/s (2.5 Hz). In 
comparison, the amplitude of the inductive signals is not affected by 
contact speed (Fig. 2e). 

When a robotic manipulator grasps a soft object, the contact position 
would sink into the target object. To simulate this scenario, we placed an 
elastomer gasket made of Ecoflex gel (M1) underneath the copper foil. 
As shown in Fig. S2c, the pressure head drives the sensor with different 
distances from the starting position of 10 cm above the copper foil. We 
set the position at which the sensor just touches the copper foil as the 
zero point. The contact distances were set in the range of − 3 – 2 mm, 
where a negative value indicates that the sensor not only contacts with 
the object, but also compresses into it. As shown in Fig. 2f, faint tribo-
electric signal can be observed when the contact distance falls in the 
range from 0.25 to 0.75 mm. This result can be attributed to the accu-
mulation of induced charges when the triboelectric sensor is close to the 

target. As the sensor touches the target, the peak voltage of the tribo-
electric signal increase dramatically, and it correlates strongly with the 
indentation depth, i.e., it increases with an increasing indentation depth, 
which is attributed to the increase of contact area as the sensor com-
presses into the soft object. When the contact distance reaches − 2.5 mm, 
the amplitude of triboelectric signal states to saturate. 

The peak value of the inductance sensor increases as the ingot head 
approaches to the copper foil (Fig. 2g). The main reason is that the 
distance to the target object and the plane inductance are closely related 
to the mutual inductance of the electromagnetic field. However, with an 
increase in the indentation depth, the peak value of the inductance 
sensor remains relatively stable. 

We used Ecoflex with different models to prepare elastic gaskets with 
different order of hardness (the order of hardness of the five samples is: 
M5 > M4 > M3 > M2 > M1), and then covered them with copper foil 
(Table S1). The indenter was set to press on the five samples at the same 
speed with the same displacement stroke (10 cm to − 1 mm). The signals 
are presented in Fig. 2h and i. The output signal of the triboelectric 
sensor related strongly to the hardness of the target object, while the 
output signal of the inductance sensor is independent of the hardness. 

We installed the hybrid sensor on a robotic gripper and set the robot 
to grasp a fruit and then release it (Fig. S3). The instruments for data 
acquisition, data processing and identification are shown in Fig. S4. To 
eliminate the effects of grasping movements, we need to ensure that the 
gripper makes tight contact with the fruits. The signals from the dual- 
mode sensor as the robotic gripper handles different fruits are shown 
in Fig. 3. First, we set the robot to grip the same spot on the surface of a 
fruit for three times. Within the triple touches at the same spot on the 
surface of the same fruit, the waveforms of both triboelectric and 
inductive signals are similar, indicating good repeatability of the hybrid 
sensor. The characteristics of the dual-mode signals differ significantly 
for different fruits (Fig. 3a), indicating that both signals can be used to 
extract the inherent properties of target fruits. In addition, the fusion of 
the two signals would lead to better perception and more complete 
knowledge of the target. In fact, it takes several grasping cycles for the 
amplitude of the triboelectric signals to reach stable values (Fig. S5). 

Fig. S6 shows the volume and shape of the fruit have influence on the 
mutual inductance. However, it is not the inductance signal alone that 
we use to identify the fruit. Instead, we complement the inductance 
signal with the triboelectric signal of the same fruit. Which will limit the 
effect of the inductance variation from the size and shape of the same 
fruit. In order to explore the relationship between the induction and the 
conductivity of the fruits, we cut 8 fruits into 8 slices of similar size and 
repeated the above experiment. Fig. 3b indicates that the inductance of 
different fruit slices is strongly correlated with the conductivity of the 
fruits. This result aligns with the electromagnetic theory that the mutual 
inductance is a strong function of the electrical conduction of the target 
object. As the electrical conductivity of the object increases, the mutual 
inductance increases. Fig. S7 indicates when the inductance sensor ap-
proaches to metals such as copper, iron and aluminum, the induction is 
very strong and has different characteristics for different metals. How-
ever, there’s no obvious induction to low dielectric materials such as 
glass, wood and Nylon. In this case, only the triboelectric signals 
contribute to the machine learning outcome. In comparison, the in-
duction signals from fruits lie in between insulators and metals. 

In practical applications, the grasp and release actions of a robot 
gripper involve considerable randomness. For instance, the position of 
the contact between a mechanical finger and object also changes during 
multiple grasping motions. In addition, with the same gripping force the 
contact area varies with the rigidity of the object. Furthermore, the 
signal of the triboelectric sensor is affected by the grasping speed of the 
gripper. To simulate these scenarios, we set different grasping postures 
for the gripper, and randomly adjusted the orientation of the target fruits 
so that the robot grips different spots on the surface each time. These 
random gripping settings can circumvent the influence of the afore-
mentioned unsaturated amplitude of the triboelectric signals. Under 
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Fig. 2. Electric characterization of the hybrid sensor under different test conditions. a) Bi-channel output of triboelectric and inductive signals from repeated contact 
of an object. b) Triboelectric signals and c) inductive signals under different contact forces. d) Triboelectric signals and e) inductive signals under different contact 
frequencies. f, g) The response of the hybrid sensor as it approaches to a soft object with different contact distances defined by the stopping point of the motor. h) 
Triboelectric signals and i) inductive signals from touching five kinds of Ecoflex samples. (the order of hardness of the five samples is: M5 > M4 > M3 > M2 > M1). 
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these test conditions, we collected data on different fruits. The dual- 
mode signals from two of them, i.e., apple and orange, are presented 
in Fig. 3c, d. With different grip conditions and contact positions, the 

triboelectric signal exhibits clear fluctuations, whereas the inductive 
signal is less affected. This finding indicates that it is necessary to ac-
quire various inherent features of objects simultaneously and 

Fig. 3. a) The sensing signals from the dual-mode sensor as it contacts 8 fruits. b) Inductance signals from the 8 fruit cylinders of similar size, along with the 
corresponding conductivity of the 8 fruits. c, d) The sensing signals from the dual-mode sensor as it touches different spots on the surface of a fruit. 

Fig. 4. Object recognition by a robotic gripper equipped with a dual-mode hybrid sensor. a) Schematic diagram of the process flows from dual-mode sensing to data 
processing with machine learning. b) The detailed framework of the 1D-CNN model. c) The relationship between identification accuracy and the number of epochs. d, 
e) Confusion matrixs of object recognition derived from two CNN models using the database of dual-mode signals and triboelectric signals alone, respectively. 
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independently in practical applications. As such, these two sensors are 
very complementary, making the hybrid sensor promising for accurate 
object recognition. 

2.3. Convolutional neural network for object recognition 

Incorporating neural networks and deep learning with tactile sensors 
can create better haptic perception and more accurate object recogni-
tion. The approach has also been proven effective in solving classifica-
tion problems without involving in an explicit model [32]. 

Machine learning is an effective approach to dealing with classifi-
cation problems with complicated input signals. It can extract charac-
teristic features from seemly irrelated data set. [33,38] Fig. 4a shows a 
complete machine learning process from signal acquisition to data 
processing. In this study, we implemented a one-dimensional convolu-
tional neural network (1D-CNN) for the dual-mode signal processing and 
data analysis. The convolutional neural network consists of four 
convolution layers, two pooling layers, and two fully connected layers 
(Fig. 4b). The convolution layer can extract the characteristics of the 
signal for better analysis of the data. Eight fruits shown in Fig. 3a are 
selected as target objects. Sensing signals were collected as a robot 
equipped with the hybrid sensor gripped these fruits for 200 times. To 
simulate the practical gripping scenarios, three different gripping forces 
and three different gripping speeds were programmed. The 200 pieces of 
data were randomly shuffled to construct the training set and the test set. 
The two groups were split at a ratio of 8:2 (training: 160 samples, 
testing: 40 samples). 

We first set the number of convolutional layers in the model to 2 and 
determined the optimal number of neurons in the hidden layer by 
changing the number of convolutional layers. As shown in Fig. S8, the 
accuracy increases with an increase in the number of convolutional 
layers. When the number of neurons is greater than four, accuracy 
saturation is achieved and an overfitting phenomenon appears. There-
fore, the number of convolutional layers was taken as 4. Referring to 
several popular CNN models [34–36], it is demonstrated that the pyra-
mid construction of channel is efficient. As to CNN model, the numbers 
of channel in each convolutional layer were set to 20, 20, 40, and 40 
(Fig. 4b). Similarly, we studied the training iteration and determined the 
optimal numbers. Fig. 4c reveals that when the training iteration reaches 
20, the accuracy tends to converge and fluctuates in a narrow range 
(From 94.6875% to 99.6875%). To prevent overfitting [37], we set the 
number of cycles to 25. 

By combining triboelectric and inductive signals, the recognition 
accuracy of 8 different fruits reaches 98.75% (Fig. 4d), indicating that 
the trained CNN model has a high positive predictive value and true 
positive rate for object recognition. It takes about 0.778 s for the trained 
model to recognize each fruit. Fig. 4e presents the identification results 
when using the triboelectric signals alone. The identification accuracy of 
the triboelectric sensor is only 87.81%. This is because the signal of a 
single mode of triboelectric sensor is coupled with a variety of distur-
bances, while the dual-mode signals can effectively decouple the in-
terferences caused by the differences in the contact dynamics between 
the gripper and the targets. Even for the same type of fruit, there are 
differences in characteristics such as hardness, surface shape, water 
content, etc., especially for fruits of different ripeness. We collected the 
triboelectric-inductive signals of an unripe banana, half-ripe banana, 
ripe banana and an overripe banana (Fig. S9a), and reconstructed 
another dataset by combining the new data with the original data 
(shown in Fig. 4). Using the same machine learning model, the recog-
nition accuracy of the 11 samples reached 96.82% (Fig. S9b). This result 
demonstrates that the hybrid sensor system can differentiate the ripe-
ness of fruits. 

2.4. Recognition of packaged objects 

Sometimes, objects come with package in different forms. Since the 

triboelectrification only occurs at the interface between the triboelectric 
sensor and the surface it touches, the triboelectric signal can only reflect 
the surface property of the package, limiting its ability to perceive the 
intrinsic property of the object inside the package. However, the elec-
tromagnetic induction may penetrate though the package, enabling the 
inductive sensor to obtain some of the characteristics of the object in-
side. For example, when an apple is wrapped in a plastic bag, the 
triboelectric sensor can only reflect the specific charge condition of the 
plastic bag, which is very different from that of the apple itself (Fig. 5a). 
On the contrary, the inductive sensor can reflect an electromagnetic 
characteristic of both the package and the apple inside. 

We chose four kinds of fruits wrapped by Paper bag, PVC bag, Foam 
and nothing to form a total of 16 test samples. Data from 200 gripping of 
these samples with random grasp settings were collected to construct a 
new training set. The typical signals from the dual-mode sensor are 
presented in Fig. 5a-d. After training the CNN model, the confusion 
matrix exhibits a high recognition accuracy of 95.93% (Fig. 5e), indi-
cating that the fruits inside different packages were effectively identi-
fied. In contrast, the recognition accuracy of the fruits inside the 
packages using triboelectric signals alone is only 63.43% (Fig. S10), 
which is far lower than the recognition accuracy using the hybrid sensor. 
The confusion matrix also reveals that the triboelectric characteristics of 
different fruits in the same package are significantly coupled. Compared 
with previous works (Table S2), our object recognition method can 
decouple the interference between the surface material property and 
electromagnetic induction of the target object, which is a unique 
comparative advantage. 

To characterize the impact of the environmental covariates on object 
recognition, we conducted an experiment in a controlled environment 
with preset temperature and humidity (Fig. S11). As shown in Fig. S12a, 
the triboelectric-inductive signals of four samples (Apple, Orange, Apple 
wrapped by PVC bag and Orange wrapped by Paper bag) were collected 
by the hybrid sensor in two temperatures and two humidity levels (18 ℃ 
& 40% RH and 35 ℃ & 75% RH). The data were mixed with the original 
16-sample dataset (24 ℃ & 50% RH). Using the same machine learning 
strategy, the recognition accuracy of the 16 samples reached 94.375% 
(Fig. S12b). In comparison with the case where no environment 
disturbance was taken into consideration, the recognition accuracy 
drops slightly (from 95.94% to 94.375%). This result indicates that the 
hybrid sensor and the machine learning model can adapt to environ-
mental variations pretty well. By enriching the training dataset, the 
recognition accuracy with environment disturbance can further 
improve. 

3. Conclusions 

In summary, a triboelectric sensing unit and an inductance trans-
ducer were integrated into a hybrid tactile sensor. This hybrid sensor can 
simultaneously measure the charge interaction properties and the 
electromagnetic induction characteristics of an object. Equipped with a 
properly trained machine learning algorithm to process the dual-mode 
sensing signals, the robotic gripper can successfully identify eight 
different fruits with an accuracy of 98.75%. The hybrid sensor with the 
trained machine learning algorithm can also recognize objects inside 
different packages. The recognition accuracy of four different fruits in 
three different packages reaches 95.93%. With more precise fabrication 
technique, the hybrid sensor can achieve better resolution, further 
improving the aforementioned recognition accuracy. By combining the 
hybrid tactile sensing system with visual technology, additional im-
provements in the recognition accuracy can be achieved, which would 
significantly enhance the functionality of sorting robots. 
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Fig. 5. Packaged item identification by a robotic gripper equipped with the dual-mode hybrid sensor. a-d) Typical waveforms from the dual-mode sensor as the robot 
grips four kinds of fruits wrapped by a paper bag, a PVC bag, a foam coil and nothing. e) The confusion matrix derived from the CNN model with the database of dual- 
mode signals. 
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4. Experimental methods 

4.1. Preparation of the device 

The electrode of the triboelectric sensor, the spiral coil and shielded 
wire were fabricated using flexible printed circuit (FPC) manufacture 
procedure. It starts from a single-sided copper-clad laminate with a 
polyimide substrate. The width and spacing of the copper coil are both 
0.08 mm. Fifty turns of coils were wound to generate a relatively strong 
magnetic field. The PVDF thin film was laser engraved by a laser ma-
chine (Han’s laser, GY-ZW-5 W) to fabricate fingerprint-like annular 
structure on the top surface, and then laminated on the triboelectric 
electrode. 

4.2. Characterization of the device 

A universal material test instrument (Instron, E1000) was used to 
supply the mechanical excitations. The output voltage of the triboelec-
tric sensor was measured using a digital oscilloscope (ZLG, ZDS2024B 
Plus) with a 10:1 probe. The output signal of the inductive transducer 
was acquired using an LCR meter (Wayne Kerr, 6500). The waveforms of 
the bi-signal acquired by the instruments are transferred to a computer 
and then sliced to build the dataset and loaded into the machine learning 
model for identification. 

The hybrid tactile sensor was then attached to a robotic gripper 
(Robotiq, 3-Fingers) with a PDMS gasket, the hardness of which is 
ShoreA-45. The grasping action and applied pressure for holding an 
object were controlled by a controller. The approaching speed is about 
40 mm/s to 48 mm/s. Such speed was chosen to obtain triboelectric 
signals with relatively high voltage amplitude. As such, the contrast of 
triboelectric signals for different objects is relatively high. During the 
training process, we randomly selected the preset grasping programs 
and assigned them to the controller, and let the gripper grasp each object 
for several times. During this process, fruits were fed to the gripper in 
different orientations. 
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